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Abstract - Video Surveillance has been used significantlyThe Internet of Things (IoT) is the inter-networgirof
with lot of effectiveness in past decade or sorfumitoring ~ Physical devices, vehicles, buildings, and othesma
Home, School and other public places. However, afniie embedded with electronics, software, sensors, tugjaand

L . . . network connectivity which enable these objectsdtiect
major issues raises from such a Surveillance systguires : ;
the data to be logged which means that video offéeed and exchange data. Typically, I0T is expected teerof

ing f h . ded it is i K advanced connectivity of devices, systems, andcathat
coming from the camera Is recorded It Is importanknow goes beyond machine-to-machine (M2M) communications

that a year back Apple faced a huge loss in suod Bf  5nq covers a variety of protocols, domains, andicatipns.
monitoring system of the user activities Juliana®sge also  The interconnection of these embedded devicesugiimg
reviled an important analysis system by FBI wheil F smart objects), is expected to usher in automatiamearly
monitored almost 2 Billion people on the Earth imler to  all fields, while also enabling advanced applicasidike a
know more about that therefore new rylm in the s&gu smart grid, and expanding to areas such as smigs.ci
system is required which prevents the authoritiesmf "Things", in the loT sense, can refer to a wideietsrof
knowing the private information about the peoplénge devices such as heart monitoring implants, biochip
monitored in this work therefore we focus on depelg a  transponders on farm animals, electric clams instba
new generation surveillance system assisted withthat is ~ Waters, automobiles with built-in sensors, DNA gsi
based on intelligent system such a system should n?ewces for environmental/food/pathogen monitorirg,

: . . A ield operation devices that assist fire fightersearch and
compromise the users identity at the same timer dfie .

) . . rescue operations. Legal scholars suggest to lobk a
hlghest_level of security our designed syst_em wouitliock "Things" as an "inextricable mixture of hardwareftware,
the entire data rather various sensors will bequaglong a5 and service".
with motion sensor to analyze the abnormality obeser
within a specific cqntext in a house ora buildordy in case These devices collect useful data with the helwafous
of such abnormality the events will be recorded #mat  oisiing technologies and then autonomously floe data
recorded event will be saved in the cloud will et petween other devices. Current market examplesidacl
introduce a cloud based face detection and redognit home automation (a|50 known as smart home devmm#)
mechanism in order to enhance this system andsyfstem  as the control and automation of lighting, heafiilg smart
can further be used in a home security use casgfispdon  thermostat), ventilation, air conditioning (HVACYysiems,

as a demonstration of the application of this syste and appliances such as washer/dryers, robotic vesuair
_ purifiers, ovens, or refrigerators/freezers thas Wéi-Fi for
The build system therefore offer remote monitoring. As well as the expansion of rimée-

connected automation into a plethora of new apidina

areas, 10T is also expected to generate large aimofidata

from diverse locations, with the consequent netedsr

quick aggregation of the data, and an increaskemeed to

index, store, and process such data more effegtil@l is

KEYWORDS one of the platforms of today's Smart City, and 8ma
Energy Management Systems.

IoT, Real Time, Privacy Preservation, Motion, Face

Detection, Surveillance, etc. Surveillance is the monitoring of behavior, actes or
other changing information for the purpose of iafiaing,

1. INTRODUCTION managing, directing, or protecting people. This gaude

observation from a distance by means of electronic

i) privacy preservation of the people.

i) at produce high level of security by facilitagj the video
logging capability when abnormality is detected.
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equipment
cameras) or interception of electronically transsoit
information (such as Internet traffic or phone €glllit can
also include simple no- or relatively low-technofapethods
such as human intelligence agents and postal apgon.
Surveillance is used by governments for intelligenc
gathering, prevention of crime, the protection opracess,
person, group or object, or the investigation omer It is
also used by criminal organizations to plan and rodm
crimes, such businesses to gather intelligence pgnativate
investigators.

2. RELATED WORK

The system detects any kinds of motion and alsectieface.
The system operates in the following sequence. Wg&li
sensors in the houses, schools, colleges, privapepies,
restricted areas, etc. Cameras detect behavioun sisc
motions and human faces. Cameras information it a&m@
alert to the administrator via mail. The system Igsia
motion and saves images in local storage. Detexdniasult
is sent over the cloud (YouTubélhere the administrator
can view live streaming of actual footage in réalet Hence
necessary action can be taken by administratorci&ate an
real time IoT based smart surveillance alertingesyswith
motion and face detection.

3. PROBLEM STATEMENT

Privacy preserving surveillance and monitoring eystis
extremely critical in today's world there is an iemse
amount of mistrust between the authorities andptitdic as
per as using their private data is concerned manyh®
people are hesitant to obtain for their mobile ser® any
other public sensor monitoring because they fedticar
information about their private life may be revildgerefore
new techniques are required that can give comfopublic
to participate in a secured system and yet be denfithat
their private data should not be reviled.

(For Example: The security camera is implementeluses
not everybody travelling by bus want to be knowat tham
travelling there might be other concern with whoouyare
travelling so under that situation one may not foutsuch
system because no security technique in the maaggrexist
that does not reveal the identity of the personegipartially
or completely it is extremely important to develogw
architecture that meet this call)

The overall problem can be summarized as to uskwdc
based processing technique in order to developffantiee
video surveillance system that can protect theaggivof the
participating people and yet offer a high degreseafurity to
the system.

4. PROPOSED SYSTEM

(such as closed-circuit television (CCTV)i) In order to avoid such privacy concern and séve

bandwidth and space required for the system wegs®a
novel privacy preserving video processing basediriigc
system where the camera feet will be processed ssiior
computing frame work first by a local system thealo
system will analyze frame by frame and try to detec
abnormality.

ii) The local system will also be integrated witketcloud
data base where it will try to find any abnormaksos
presence within the video frame such changes dtedca
events whenever there is an event the system vt s
tracking the video feet and start storing at thd eh the
event the video is being packed re-encoded anedstior
cloud storage and the notification is sent to dfeci
authority.

5.SYSTEM ARCHITECTURE

Intel Edison

Block Diagram

[ g | S
s
Motion Vendor Motion Devect A Person Detecti Microsoft
Conpensin ;q’ Copitve A1
S 1l
i C? | Recording }—.| Link Generation http://

kS =0 _YouTube 3
Fig 1. Shows the architecture of the Smart Suredé
system

5.1. Cameras

The role of Cameras is to monitor the targetedoouged
areas which must be capable to monitor selected are
regardless of climatic conditions and on any gitieme of
any specific day.

5.2. Intel Processor

After getting the data form cameras the video/pbant to
the processor where the data is separated wherheas
videos are sent to the cloud and the photos aredstn the
cloud this sorting is done by the instructions givéo the
processor via visual studio program.

5.3. Local Server
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Here with the help of an local server the IP camera being
configured an also allotted the IP address basednolocal
server through which all the setup is configuregy $a

cameras and main Module (Intel Processor) are cteddo
one another

5.4. Motion Detection

The Method/Technique used here is Background Sctiira
where the system observe for an significant changthe
background or we can say that there must be ndlieea
amount of change in test are so that the systeetdetotion
when compared to the original or fed image.

5.4.1 Background subtraction

Background subtraction is a general technique fog t
separation of motion within fixed images. It deteptgions
in motion by deducting the needed current imagelgy-
pixel from an attributed background image. This
established by equating multiple images from tletsiThe
main point of background subtraction is the detectof
objects in motion. This is done by initially segina
background, then deducting the present or curresind
which contains the objects in motion that are tadbtected.
This process is easy and it acts in accordance sonple
protocol. It accurately aids in obtaining featumfstarget
data, nevertheless, it had sensitivity towards ketznges
within the external environment. Hence, its onlyages is
within situations in which the background can bedicted.

(b} Ground truth

{a) Imput

(c) Output

Fig 2. Shows the Background Subtraction method
5.4.1.1 Background I mage I nitialization

There are numerous other means to gain the fickdosaund
image. Some of these ways include the backgrouind)liee
first frame, the common brightness of the pixefficdt few
frames being the background or utilizing backgroimedge
series lacking the faith of the substances in mot®guess
the parameters of the background model. Of theowari
previously stated methods, the most common methageéd
for the initialization of a background image. Howevthere

are underlying issues that will be present; this ¢ee
eliminated by the median method. Below shows the
equationl:

Ginit(z,y) = medianfk(z,y)k = 1.2, ...n
)

beta init is depicted as the initial background levm is
depicted as the sum of the selected frames.

(1

5.4.1.2 Background Update

The background model has a great ability to adaphe
changes of time. There needs to be an update fr th
background in order to extract the object in matidrhen
detecting, the pixels are considered to be a gaheoobject
in motion. They manage the original background grey
values and are not updated. As it relates to tkelpthat are
considered the background, the following equatigh i§

iISysed to update the background module:

Bk + 1(z,y) = BBk(z,y) + (1 — B)Fk(z,y)
(2)

Where beta belongs to (0, 1), a renewed paramatst,
Fk(x,y) is referred to as the pixel grey value witlhe
existing framework. Betak(x, y) is the backgrouradue of
the existing frame, while beta k+1(x,y) is the bgrund
value of the other frame. Using the static camehe,
background model has the ability to remain fixedddong
time period. This method, with great effect, caerathe
unforeseen unpredicted occurrence of the background
Examples include the immediate form of an objedhiwi
the background, which is not a part of the novel
background. Nonetheless, by the pixel grey valudatg of
the background has the possibility to be adapttttafely,
through the light impact and variations of the exdé
environment which includes the weather.

5.4.1.3 Moving Object Extraction

Background subtraction is a regular method whiglasstes
the important objects within a frame. The methodudes
deducting an image containing the object found he t
earlier background image and has no important forewd
objects. The region found within the image planessgha
noticeable contrast can be seen in these imagegsstie
location of the pixel of the object in motion. Egpsed by
clusters of pixel, the objects are disjoined from

the background image with the use of the threshwdthod.
When the background image beta k(x, y) is retrieved
deducted from the existing frame Fk(x, y). In tivert that
the pixel distinction is large compared to the thegshold
Th, the pixels then appear in the objects in motibrhis
does not occur, they appear as background

www.ijcrd.com

Page 664



International Journal of Combined Research & Dgwelent (IJCRD)
elSSN:2321-225X;pISSN:2321-2241 Volume: 6; Issydiay -2017

pixels within the frame. After this process, obget motion
are able to be detected. The following shows th@ession
3:
DEk(z,y) = Lif|Fki{z.y)-5k(z.y)| > T, Dk(z.y) = O

..(3)

Depicting the complementing human part deriving aiuthe

region of motion is the main purpose of human body

detection. The region of motion can be correlatethtiltiple
objects in motion. These include birds, vehiclesaygng
trees, and floating clouds. This is further decidedwhether
or not the object in motion is a human being. Thapg
features of regions in motion may be used. Theotdlg
shows the criteria for judging:

—The set threshold is smaller than the object area.
—The region of the objects aspect ratio needs teerdto
the set ratio. Once these prerequisites are mes,
confirmation is made of whether or not the objectriotion

ﬂ;sequences.

Falzse Detection Rae
=

M3 ]

C
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Fig. 4: Performance evaluation: (a) FPR and FNRPHC

5.4.1.5 Under standing Behaviour

After the success of the detection of mobile humiaom
multiple frames within an image sequence, theeenatural
issue to understand the behaviours of humans froagé
The understanding of behaviour
description and action identification. This can adthe

includes

enhancement of numerous analysis systems of human
motion. This process recognizes and analyses patter
within  human motion and produces a top-standard

is @ mobile human body.

5.4.1.4 The Removal of Noise

Owing to the issues relating to the background ragtibn

method, the variation of the image obtained inctudiee

noise amount in addition to the region of motiorhe3e
noises may or may not be contained in the illundmat
changes or environmental factors during transngttthe

video from the camera for further processing. Heribe

removal of noise is needed. The noise may be dilteny

adopting a median filter. The region of motion imtds
flying birds, swaying tress, human beings, non-bgdyts,

and also flying clouds. Further processing may dwgedusing
morphological methods. Corrosion operation is ddne
filtrate the majority of non-body regions of moti@nd in

addition, without injury, maintain the structure bfiman
motion. After this, the inaccessible areas of thage and the
intervention of small pieces are disregarded inefort to

gain a precise human motion region.

Precision
Specificity

s

2

;W ¥ % K ® W N

T W & ® om mom oW CHERE B
Sequence of Frames Sequence of Frames

(a) (b)

Fig. 3: Performance evaluation: (a) Precision (@ icity

description of interactions and actions. This soahe key
area of any future study in human motion analysis.

54.1.6 ANALYSIS
SUBTRACTION
PERFORMANCE

OF BACKGROUND

Programmed/automatic visual recognition of itemsais
essential undertaking for a huge scope of homenéss,
and modern applications. Video cameras are amangitist
generally utilized sensors for reconnaissanceeysspaces
for feature conferencing. Moving target identificat
intends to recognize moving items from the backgdou
picture to the persistent feature video. Followimgving
target items intends to discover different areathefmoving
qguestion in the feature. There is a necessity ®ater
calculations for undertaking, for example, movirtgnis
identification. Presently utilized strategies apat of in-
motion item location are basically the frame sutttom
technique, the foundation subtraction system, aedptical
stream strategy. Frame subtraction technique isonérast
between two continuous frames to focus the vicinityin-
motion items. Its estimation is straightforward amhple to
create. For a mixture of element situations, it lsaid
flexibility; however it is generally hard to acqeira
complete diagram of in-motion items. Thus, the olsey of
moving items is not precise. Optical flow systersseatain
the picture optical stream field and do much priegaras
indicated by the optical stream appropriation congmts f
picture. This strategy facilitates the complete elegment
data and identifies the in-motion items from thekzgound
more superior, because of a huge amount of conipntat
affectability to commotion, and poor hostile to roar
execution, making this system not appropriate famstant
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requesting events. Background subtraction is caiwesd =~ Figure 5: Haar-like features. Here as well as beltve
when it comes to identify moving objects in videdhis background of a template like (b) is painted gtay
method is accomplished by identifying the differermamong  highlight the pattern’s support. Only those pixelarked in
the current frame as well as a background model, dilack or white are used when the correspondingufeais
background image, along with an understandable anchlculated.

uncomplicated algorithm. As a consequence, it &ifo

produce accurate information about the specifiectbyhen

the case of that specific background is known ledfand. - l

This procedure is adequate and efficient to upgrtue e
development of identifying the moving object. Wevéa
mentioned an exact as well as a real-time backgroun

subtraction approach in this article, which adeeyat rigyre 6: Five Haar-like patterns. The size andtjposof a
excludes the collision of changes of light. Thimgie and pattern’s support can vary provided its black ankitev
intglligible algorithm is capa_ble of ident_ifying ethmoving rectangles have the same dimension, border eaeh atid
object greater as well as it has a wide relevaid®s yeep their relative positions. Thanks to this ceist, the

R

() (b) () (d) (e)

procedure is often used in video surveillance aptibns. number of features one can draw from an image is
_ somewhat manageable: a 24 x 24 image, for instdrase,
5.5. Face Detection 43200, 27600, 43200, 27600 and 20736 featurestegosy

(), (b), (c), (d) and (e) respectively, hence B&®8atures
The Technique used here is Viola-Jones Haar Cascageall.
method where with the Haar-Like features such #srént
Haar pattern are taken into consideration and kept an |n practice, five patterns are considered (see rBigh ).
image of the face with the combinations to whitel @may  The derived features are assumed to hold all fieeriation
cells the layout of an face is identified her tentfy an face needed to characterize a face. Since faces arebyasge
thousands of faces are taken into c0n5|dera_lt|onre/vh_uae regular by nature, the use of Haar-like patternemse
face_must be of all kinds of hu_man EXDIESSIGNS Rige justified. There is, however, another crucial elathich
required to perform Haar operations over them dridsa to lets thi t of feat tak d - therriate
conclude that the feed object is an face. €S this SEt of features take precedence. hgratemage

which allows to calculate them at a very low conapiohal
cost. Instead of summing up all the pixels inside a
rectangular window, this technique mirrors the uxfe
The Viola-Jones algorithm uses Haar-like featutleat is, a cumulative distribution functions as shown in eqThe
scalar product between the image and some Haar-likiategral image Il of I
templates. More precisely, let | and P denote aagemand a
pattern, both of the same size N x N (see FigureThg 11, ) == {Emﬂzmq!(s,ﬂ), 1<i<Nand1<j<N
feature associated with pattern P of image | imdéfby eq 1 A | otherwise

Z z 103, )i jy s wie Z Z 16, b sbme: e )

5.5.1 Viola Jones Face detection M ethod

1<i<N 1<j<N 1<i<N 1<j<N is SO define as eq 3
that
he effect of different ligh V!
To compensate the effect of different lighting citinds, a =T N =TI Ne=1) =TUN: =L N+ TNV =1 Ne=
the images should be mean and variance normalize E E )= 0 )~ 1) 008 - L+ -1 1))

beforehand. Those images with variance lower thae, o M“hhh

having little information of interest in the firptace, are left
out of consideration. holds for all N1< N2 and N3< N4. As a result, computing

_ an image’s rectangular local sum requires at most f

elementary operations given its integral image. édoer,

obtaining the integral image itself can be donelimear
time: setting N1 = N2 and N3 = N4 in (1), we fi@l1,N3)
= (N1, N3) - 1I(N1, N3-1) - II(N1-1, N3) +
[I(N1-1,N3-1).

(a) (b) 5.2.2 Feature Selection with Adaboost
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How to make sense of these features is the focus of

Adaboost. Some terminology. A classifier
observation to a label valued in a finite set. Face
detection, it assumes the form of f : Rel {-1,1}, where 1
means that there is a face and -1 the contraryKgpee 7)
and d is the number of Haar like features extraftech an
image. Given the probabilistic weights w. € R+ gssd to a
training set made up of n observation label paiis ¥i),

Adaboost aims to iteratively drive down an uppeurmsb of
the empirical loss

n

§ Wi Lyt f(zi)s

i=1

under mild technical conditions. Remarkably, theisien
rule constructed by Adaboost remains reasonablylsireo
that it is not prone to over fitting, which mearstt the
empirically learned rule often generalizes well.spige its
groundbreaking success, it ought to be said thabAdst
does not learn what a face should look like all itself
because it is humans, rather than the algorithno, pdrform
the labelling and the first round of feature setett as
described in the previous section.

Figure 7: Some supervised examples: (a) positiangkes
(b) negative examples. All of them are 24 X 24 goaje
images.

The building block of the Viola-Jones face detectora
decision stump, or a depth one decision tree, petexrined
by a feature f € {1, ..., d}, athreshold t @Rl a toggle T
€ {-1, 1}. Given an observation x € Rd, a decisgiomp h
predicts its label using the following rule

M“ - HMEE b l:irx-:t]T: “m}}t i lmqt“T:l T [lmd 5 lv‘-r;;leT:-l € H- l}

where nfx is the feature vector's f-th coordinate. Several

comments follow:

1. Any additional pattern produced by permutingckland

white rectangles in an existing pattern (see Figdiyeis

superfluous. Because such a feature is merelyppesite of
an existing feature, only a sign change for t and fieeded
to have the same classification rule.

maps arn2. If the training examples are sorted in ascendinigr of a

given feature f, a linear time exhaustive search tlom
threshold and toggle can find a decision stump gushis
feature that attains the lowest empirical loss

[l

Z E'!':il'.llll?éh[l1:"-

i=1

on the training set. Imagine a threshold placedesanere

on the real line, if the toggle is set to 1, theuténg rule

will declare an example x positiveifx is greater than the
threshold and negative otherwise. This allows usveluate

the rule's empirical error, thereby selecting thegte that

fits the dataset better.

6. RESULT

When the Cameras and Main System is connected and

configured with one another using internet thenhwtie
help of visual studio the program will be launchad the
main system and the following activity window ispped
out and the Real Time Surveillance System startking
and it follows following steps successively as shdglow

w20 %

-

Notfor Final Demo... Only For Practice

Fig 5. Above Screenshot we can see that the saftigr

collecting the motion in test area and sound values

continuously.

o

0

0

gt

Fig 6. The above Scenario occurs whenever the face
detected and immediately it triggers an email al@itie
graph shows bandwidth used.
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You D

Getting Network Stream to Youtube

Fig 7. Above Scenario occurs whenever the motiah fane

is detected and the triggering system start coatisu
streaming of test area footage into cloud in thisecYouTube
is live streaming the content

7. CONCLUSION

The developed project is an Real Time Smart Suareie
Alerting system where the main objective covereth the
system which must work in real time and must beoAfable
and the system must provide only the useful infdionato
the Administrator so that the necessary action lwanaken
immediately. Here the two important mechanism uaes
motion detection and face detection for motion cléte we

use background subtraction method and for facectetewe
use Viola-Jones Haar-Cascade method, here it's) taiee
about privacy preservation of the people and witle t
advanced alerting system such as emailing admaistion
an arrival and live real time streaming of audidéo helps
an immediate possible precautionary measures cadakiea,
here another important characteristic is that notinaous
monitoring of camera footages is required and nstage of
storage medium occurs where as to alerting lesdviidth
and bandwidth is utilized only during the time ofarruption
of someone into the system implemented area. Tihis &f
surveillance system can be implemented for safedium
houses, school, colleges, private properties,icestr areas,
etc..and in future this work can be extended teadhces of
people and with cloud database integration thetifieation
of the person by name or any specific characterisin be
implemented and their by using different techniquean
also be implemented such that if any suspicioussities
performed by an person can be distinguished witherot
activates and immediately alert can be sent tocmtearned
authority to perform an suitable action.
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